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Introduction

Maximilian Eder and Helle Sjovaag

Over the past two decades, there has been a notable shift towards auto-
mation and data-driven news production processes in many countries
worldwide, partially supported by artificial intelligence (A1). Research
on Al in journalism addresses a broad field of applications, with A1
applied as “an umbrella term for a range of technologies such as auto-
mated statistical data analysis, machine learning, and natural language
processing” (Deuze & Beckett, 2022, p. 1914).

Initially, early applications of A1 were utilized for automated tasks
such as data analysis and news aggregation to alleviate routine jour-
nalistic tasks, allowing news organizations to streamline their opera-
tions and produce content more efficiently (Napoli, 2014). AT’s role in
journalism has since grown significantly and introduced new possibil-
ities and challenges within the news ecosystem. Today, especially with
the emergence of generative A1 models such as OpenAr’s ChatGPT in
2022, these technologies can now assist journalists with “a wide range
of activities such as interview transcription, workflow automation, con-
tent generation, and personalization” (Sirén-Heikel et al., 2023, p. 355).

Looking ahead, the future of AI in journalism holds further prom-
ises. As Al-based technologies continue to advance, there are possibil-
ities for entirely new approaches to journalism through hyper-person-
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2 Introduction

alized news ecosystems where content is tailored in real time based on
individual user preferences (Gartry, 2024). However, these advance-
ments will likely come with new challenges related to the ethical dimen-
sions of A1 decision-making and editorial independence (Becker, 2023),
as well as the impact of AI on jobs within the journalism industry
(Simon, 2024). Moreover, the relationship between A1 and the public’s
trust in media will further become an issue as societies must grapple
with questions about the role of Al-generated content in maintaining
the credibility and integrity of news sources (Fletcher & Nielsen, 2024).

The academic abstracts collected in this edited volume are the result
of a preconference held on 12 June 2025 at Metropolitan State University
(Msu) Denver before the 75" Annual Conference of the International
Communication Association (ICA). The preconference entitled Artifi-
cial Intelligence in Journalism from a Global Perspective: Past, Present,
and Future was organised by Maximilian Eder (LMU Munich) and Helle
Sjevaag (University of Stavanger) as part of an international project on
responsible AI for local journalism funded by the Volkswagen Founda-
tion. The event marks the second time our project team has hosted such
an event, following the preconference to the 72" Annual 1cA Confer-
ence in Paris on the dynamics of (ir)responsible AI in journalism and
algorithmically shaped news flows.

This year’s preconference focused on understanding and studying
AI- and algorithm-based technologies concerning journalism to pro-
vide an opportunity for discussing the past, present, and future of the
complex relationship between technologies and journalism from var-
ious perspectives. Moreover, the event addressed the specific uses of
(generative) AI in countries from the Global South and Asia, which
have sometimes been late adopters of such technologies.

A key focus of the program was to address the transformative A1
shift happening in the news media industry in many countries world-
wide, through different lenses within communication science, namely
computational communication, journalism studies, audience studies,
information law, and ethics. To achieve this aim, the preconference
brought together young, emerging, and senior scholars working with
innovative research designs and qualitative or quantitative methods.
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The 14 accepted abstracts, of which 13 are published in this edited
volume, were selected after a double-blind peer review process. The
submissions come from different countries on five continents, includ-
ing Australia, China, Germany, the Netherlands, the USA, Switzerland,
and Qatar.

The organising committee wants to thank the Volkswagen Foun-
dation for funding the preconference and this volume. We would also
like to extend a special thank you to the local organising committee
at MSU Denver, P. Mukherjee, E. James, and J. Kirby, for their support.
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Panel 1

Perceptions of Al from journalists
and the audience






News audiences and generative Al:
Experiences, issues, and expectations

T. J. Thomson, Ryan J. Thomas, and Rebecca Venema

As newsrooms grapple with questions around the place of AI in jour-
nalism, the way audiences experience AI in news and how they expect
it ought (or ought not) to be used has to date received comparatively
little attention. This study acknowledges this imbalance and explores
what news audiences want from AI in journalism. It does this through
interviews with sixty news consumers in Germany and Australia and
asks about their experiences with Al-edited or -generated journalism,
the ethical and legal issues they perceive to be relevant, and their expec-
tations regarding how AI should be used. This study also attends to
news audiences’ perceptions of and reactions to a diverse array of use
cases across three domains of use that demonstrate how A1is—or could
be—used in journalism.

We find that only a minority of participants were confident they had
encountered Al-generated or -edited journalistic content, but a size-
able portion suspected they had. News audiences were most concerned
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about truth and accuracy, intellectual property, and labour issues when
news outlets use Al Participants wanted news outlets to have guide-
lines that govern how they use A1 and to transparently communicate
with audiences when, where, and how AI is used. We also find that
the news audiences we interviewed are, overall, most comfortable with
(primarily behind-the-scenes) brainstorming and enriching use cases,
followed by editing and creating use cases. However, comfort levels
differed markedly depending on how AI was used, how transparent
the use was, whether the use impacted the accuracy of the depiction,
and whether legal and other ethical considerations were appropriately
attended to. Paying attention to news audience experiences, percep-
tions, and expectations regarding AI in journalism is vital to ensure
that newsrooms’ use (or non-use) of Al is professionally and socially
responsible.



Writing in the age of Al:

A multi-method study on the impact of
ChatGPT on writing experiences and
text quality of future journalists

Jeroen Schreurs and llse Vranken

Artificial intelligence (AI) is reshaping journalism (Newman et al.,
2024), with journalists using A1 for various tasks, including news pro-
duction and distribution (Newman et al., 2024; Cools & Diakopou-
los, 2024). While AT improves efficiency, journalists also raise concerns
about, for instance, ethical issues and the loss of authenticity (Naudts et
al,, 2024). The next generation of journalists (i.e., undergraduate jour-
nalism students) will inherit and redefine AT’s role in the newsroom
in the future. Despite AI's increased presence in journalism education,
little is known about whether future journalists embrace A1 or perceive
it as a threat. This study explores how journalism students experience
(dis)advantages when writing journalistic reports (Study 1, RQ1).
Additionally, journalists, researchers, and teachers have expressed
their concerns about the diminished news quality due to the use of Al
(Baptista & Gradim, 2023; Graefe et al., 2018; Newman et al., 2024). A
preliminary study (Study 2) aimed to address this concern by examining
(1) whether (non-)professional news readers can detect the A1-written
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content of Study 1 and (2) whether the A1-generated texts of Study 1
influence reader perceptions regarding language quality.

Study 1

To answer RQ1, second-year journalism students (N=13, M,,,=20), who
did not yet extensively use AI tools during their education, wrote two
journalistic reports about two events in February 2024. One report was
written with the use of ChatGPT, the other without. The writing time
was recorded. Next, students participated in an online cross-sectional
study with open-ended questions about their experiences.

Results showed an average time saving of 20% when students used
ChatGPT. Thematic analysis on the answers in the cross-sectional study
revealed positive and/or negative experiences related to (1) time efhi-
ciency, (2) creativity, (3) personal development, and (4) text connection.
A clear advantage was that students experienced time savings because
ChatGPT helped them to, for instance, structure the text and create catchy
titles. Regarding creativity and personal development, mixed findings
emerged. While some students indicated that ChatGPT enhanced their
creativity (e.g., getting inspiration from suggestions), others indicated
that ChatGPT made them less creative. Similarly, while some students
noticed that ChatGPT helped them in their personal development as a
journalist (e.g., learning new words), others indicated the opposite (e.g.,
“ChatGPT makes them lazy”). A drawback was the lack of connection to
the text, with students missing a “sense of ownership”.

Study 2

To answer RQ2, a preliminary within-subjects experimental study was
conducted in which adult news readers (N=20) and professional jour-
nalists (N=2) read all the texts (N=26) of the journalism students in
Study 1. After reading each text, they judged spelling, grammar, cre-
ative language use (Baptista & Gradim, 2023; Graefe et al., 2018), and
the extent to which they believed the text was written with ChatGPT on
5-point Likert scales. While no significant differences emerged regard-
ing creative language use, texts written with the use of ChatGPT were
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slightly better judged in terms of spelling and grammar. News readers
and professional journalists were, on average, unsure if a text was writ-
ten with ChatGPT.

Conclusion

News organizations must consider AI’s role in journalism, balancing
its efficiency benefits and language proficiency with challenges regard-
ing creativity. The integration of AI in journalism education is equally
crucial, as training programs should equip future journalists with the
skills needed to effectively use AI in journalistic tasks while upholding
journalistic values (e.g., creativity, language proficiency).
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The credibility gap:

How Chinese news readers perceive
Al-generated news compared to
traditional journalism

Xueshan Zhao

Fake news and false information, often designed to exploit negative
emotions for attention, have become even more problematic in the AI
era, as the technology enables the mass production of deceptive content
with almost no cost. For example, Deepfake is an algorithm-driven vid-
eo-modifying method that can make vivid videos showing a real person
doing something they never did. It has raised the concern of disrupting
people’s perception of public information and the credibility of political
campaigns (Giansiracusa, 2021).

Public sectors and scholars believe increasing public awareness of
media literacy is the most efficient way to navigate the complex infor-
mation environment in the long run (Kozyreva et al., 2020). However,
previous research found that AI tools can generate news content that
readers consider to be at least as credible as, or more credible than,
news stories written by humans (Kreps et al., 2022). An experiment
testing the veracity of AI- or human-generated fake news also found
no significant difference in people’s willingness to share these contents
(Bashardoust et al., 2024). This raises concerns about the potential flood
of Al-generated fake content, which could overwhelm media literacy
efforts and further distort public discourse.
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This study conducts experiments in China examining the use of A1
tools for generating fake news content and comparing audience cred-
ibility perceptions between Al-generated text and established media
reporting. Using environmental and political news as case studies, a
pilot online experiment with 238 participants examines how they per-
ceived fabricated content created by ChatGPT-40 compared to verified,
credible human-written news articles.

The first step of the study was to test the capacity of AI to generate
fake news. ChatGPT refuses direct instructions of making up fake news
due to its ethical guidelines, However, simple instructions can bypass
the ethical guidelines by inputting misinformation. For example, if ask-
ing ChatGPT to generate a news reporting “LA donates equipment to
Ukraine when fighting California fires”, which is misinformation, it will
write a comprehensive fake news report, even with fabricated quotes.

The experiment compared two categories, political news and envi-
ronmental news, with each category containing both verified report-
ing from traditional media sources and fake news content generated
by ChatGPT. Analysis of 238 valid responses revealed that A1-generated
content was rated lower in average credibility. However, the credibility
rating of fake content also received a higher standard deviation, sug-
gesting greater disagreement and individual differences. This variability
can be the consequence of different levels of media literacy or opinion
polarization. Additionally, there is an interaction effect between the
news type and veracity, indicating that people’s perception of AI-gene-
rated fake news differs by the topics.

The research revealed the necessary next steps for generative Al
models to address ethical challenges related to fake content. Develop-
ers should leverage search functionality to combat misinformation by
implementing fact-checking and content verification procedures. To
minimize harm to public trust, it is essential to enhance media literacy
education that equips people to navigate AI technologies and fosters
greater awareness about how Al-generated content is produced and
distributed.
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The future of Al-generated news:
How Al-generated articles shape
reader perceptions across different
audiences and news topics

lIse Vranken and Jeroen Schreurs

Artificial intelligence (A1) is increasingly being integrated into journal-
ism (Naudts et al., 2024; Newman et al., 2024). One practice is the auto-
mated generation of text for online news articles (Naudts et al., 2024).
The extent to which Al-generated news articles affect readers’ percep-
tions regarding news quality—a multidimensional concept encom-
passing news credibility and readability— remains unclear (Baptista &
Gradim, 2023; van der Kaa & Krahmer, 2014). While some studies sug-
gested that A1-generated news articles are perceived as having a higher
news quality compared to human-written articles, other studies fail to
support this claim (Baptista & Gradim, 2023; van der Kaa & Krahmer,
2014). Further research is required to examine under which conditions
Al-generated news influences readers’ news quality perceptions differ-
ently than human-written news.

We employ a 2 (actual source: AI vs. human-written) X 2 (declared
source: AI vs. human-written) between-subjects experimental design
to examine the effects of actual and declared sources on news credi-
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18 The future of Al-generated news

bility and readability perceptions of adult readers (RQ1). Additionally,
this study explores whether news topics (i.e., politics, economics, sports,
celebrities, RQ2) matter. Readers are more sceptical about A1-genera-
ted content in hard news domains that require objectivity and human
expertise (e.g., politics, economics), but seem to be more accepting
towards AI-generated soft news (e.g., sports, celebrities) (Newman et al.,
2024). This may affect how readers judge the credibility and reliability
of news that is (1) actually generated or (2) declared as generated by AL
Finally, this study considers attitudes towards AI as a moderator in the
relationships under scrutiny (RQ3).

For news companies, these insights can help them navigate the inte-
gration of AL. Understanding who and when readers accept Al-genera-
ted news articles can help optimize Al-related news strategies.

Data for this experiment is currently being collected. Participants
are being recruited via offline flyers and via social media. A priori power
analyses (1 - p = 0.90, a = 0.05) for detecting a medium effect size
revealed a minimum sample size of N=302.

Participants were randomly exposed to one condition: (1)
human-written news articles correctly declared as human-written, (2)
human-written articles incorrectly declared as Al-written, (3) AI-writ-
ten articles correctly declared as A1-written, and (4) Al-written articles
incorrectly declared as human-written. In each condition, participants
read four online news articles (i.e., economic-, political-, celebrity-, and
SpOrts news).

For the first two conditions (i.e., actual human-written articles), four
news articles of approximately 450 words were selected from the most
popular newspaper in Belgium (i.e., HLN (Naudsts et al., 2024). Follow-
ing prior research (Baptista & Gradim, 2023; van der Kaa & Krahmer,
2014), we selected keywords focusing on the most important informa-
tion of the original articles. ChatGPT-4.5 was used to write new articles
based on these keywords. These Al-written articles were used as stim-
ulus materials for conditions three and four (i.e., AI-written articles).
Participants received a cover story to mask our manipulations and were
asked to provide active consent. Following prior research (Baptista &
Gradim, 2023), participants answered questions regarding their back-
ground (e.g., sex), news consumption frequency, interest in news topics,
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and attitudes towards AI (Babiker et al., 2025). After random exposure
to one condition, participants rated message credibility and readabil-
ity of each article (Graefe et al., 2018; Wischnewski & Kramer, 2024).

MANCOVA analyses will be run in spss, while controlling for sex,
frequency of news consumption, and interest in news topics. The results
will be presented during the preconference. Attention will be given to
implications for news companies.
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Panel 2

Al and its impact on content creation
and distribution






Al, community-engagement and
local reporting: Lessons from an
NPR experiment

Claire Wardle

Within journalism studies, the opportunities and challenges of com-
munity-engaged journalism have been widely explored, particularly
in the US context (Wenzel, 2017, 2019, 2020, 2021; Belair-Gagnon et al.,
2019; Zahay et al, 2021). Scholars have demonstrated the ways in which
it can make visible under-represented voices and can increase trust
with those same communities, but how community engagement strat-
egies have struggled to take hold in many newsrooms because of the
resources required to build and maintain authentic relationships with
different communities. Similarly, the role of AI tools in assisting report-
ing has received significant attention (Broussard et al., 2019; Mirosh-
nichenko, 2018; Nishal & Diakopoulos, 2024; Quinonez & Meij, 2024;
Simon, 2024) with researchers exploring the mechanisms by which
these technologies are able to save journalists’ time, while also high-
lighting serious ethical concerns within newsrooms and some appre-
hension from audiences.

This paper examines the intersection of Al and community engage-
ment in journalism, a relatively underexplored application for AI tech-
nologies (Brannon et al., 2024). The research draws from qualitative
interviews and participant observations of participants involved in a
multi-month experimental project between ten local radio stations and
an MIT-afliliated nonprofit, Cortico. In fall 2024, ten NPR member sta-
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tions partnered with Cortico to explore the potential of A1 in facili-
tating community engagement. This initiative involved NPR reporters
facilitating thirty structured conversations with different communities
(including a Demolition Derby group in upstate New York, a group of
Muslim women in Florida, and recent immigrants in Colorado). The
central objective was to connect with audiences traditionally disen-
gaged from NPR content, in the hope of leading to richer storytelling
and deepening trust with these communities.

While A1 played a supporting role in identifying themes and con-
nections across the thirty conversations, the project’s success ultimately
stemmed from the dedicated efforts of journalists facilitating these dis-
cussions. The participating journalists were instrumental in identifying
underrepresented communities, fostering open-ended dialogue, and
ensuring that participants felt heard. A1 tools helped extract key insights
from the conversations, revealing common themes such as loneliness,
immigration, housing crises, and systemic prejudices. However, the
process required substantial human input—tagging, annotating, and
interpreting transcripts—reinforcing the necessity of a “journalist-in-
the-loop” approach.

The project’s outcomes also hold implications for newsroom strate-
gies. While Al-enabled “sense-making”—identifying recurring themes
and highlighting key excerpts—was beneficial in managing the exten-
sive qualitative data, the initiative’s effectiveness ultimately depended
on the commitment of journalists. The most impactful storytelling
emerged in stations where reporters had established relationships with
their communities and possessed strong engagement skills. These find-
ings suggest that AT can enhance, but not replace, the human elements
of journalism: trust-building, empathy, and contextual understanding.

This study contributes to the growing discourse on Al in journalism
by illustrating that successful integration requires significant human
oversight and editorial judgment. As news organizations seek to bal-
ance efficiency with “authentic” audience growth initiatives, this project
underscores the necessity of investing in community engagement efforts
alongside technological advancements. Moving forward, journalism can
benefit from A1 tools that support, rather than supplant, the essential
work of fostering meaningful connections between reporters and the
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communities they serve. This paper emphasizes that while AI can assist
in processing and analyzing qualitative data, it is not a substitute for the
labor-intensive work of meaningful community engagement.
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How news workers’ Al use reinforces
the degradation of journalism:
An ethnographic study

Jocelyn McKinnon-Crowley

Al and journalism research typically focuses on news organizations
in big cities, where journalists work for large, resourced companies
(TIoscote et al., 2024). This means that several hundred U.S. local news
organizations with limited resources and limited technical capabilities
get overlooked (Metzger, 2024). Audiences and news workers outside
oflarge U.S. metropolitan areas can have limited technology access and
limited technology capabilities (Abernathy & Stonbely, 2023; Foa et al.,
2024; Jones et al., 2022).

Additionally, newsworkers at digital-native organizations have addi-
tional burdens on their time that can impact how they use tools at work
(Buschow, 2020). Given that the work of new digital-native news orga-
nizations is built on precarity (Lincoln, 2024; Chadra & Steiner, 2022),
this research is situated under a labor process theory approach (Nielsen,
2025; Braverman, 1974), examining how new technologies are integral
to the degradation of news work. This research asks: What does A1 and
machine-learning technology use look like in smaller newsrooms? And
how do the conditions of the workplace affect how journalists are able
to use digital tools?

To answer these research questions, I conducted months-long eth-
nographic fieldwork in 2024 with a digital-native, small local newsroom
in the Northeast U.S. This method allowed me to compare what jour-
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nalists say they do with observations of their actual day-to-day practices
(Burawoy, 1998; Laureau, 2021) to understand the unspoken norms in
the newsroom around technology (Broersma & Singer, 2020).

I observed that A1 technology used in the newsroom was considered
a disposable, secondary curiosity, mostly suitable for non-journalistic
tasks. For example, when presented with advanced AI tools as part of
the Google News Initiative, the managing editor complained about hav-
ing to make an account, put off registering, speed-clicked through the
tool introduction, and then never used those tools ever again.

In line with previous research (Wu, 2024), the most common use of
AI tools was simple, rote work, like A1-powered transcription services.
When privacy concerns about these transcription tools made the news,
journalists were not concerned and swapped tips about which replace-
ment apps. For non-journalistic tasks like resizing images or struc-
turing newsletters, journalists relied on recommendations from their
informal network and used those tools regardless of their AI capacities.

From a labor process theory perspective, while the AT technology
is not removing the need for journalists in small local newsrooms,
newsworkers will uncritically use AI tools if it helps them meet the
ever-increasing demands of management. The everyday concern of the
worker is not whether or not the tool will take their job, but is con-
stantly focused on the expectation to make work better, faster. Because
of the hectic nature of operating a small news organization, there was
no time spent on intentional technology strategy. I argue the degrada-
tion of the news workplace in requiring so much work to be done by so
few, removes the opportunity from journalists to use new digital tools
for creativity and instead reinforces the use of new A1-digital tools as
agents of efficiency.
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Analyzing Indian elections through
the lens of Al

Shivangi Asthana

The integration of Artificial Intelligence (A1) into India’s electoral pro-
cesses signifies a pivotal shift in political communication and engage-
ment, profoundly impacting the field of journalism. As one of the
world’s largest democracies, India conducts elections involving approx-
imately 1.4 billion citizens, making AI’s role in this context both sig-
nificant and complex. The recent 2024 Lok Sabha elections exemplify
this transformation, with A1-driven campaigns introducing innovative
methods for candidates to connect with the electorate and for journal-
ists to analyze and report these developments. For instance, AI-powered
avatars and chatbots, such as those utilized in Prime Minister Narendra
Modi’s NaMo app, have facilitated personalized dissemination of politi-
cal messages and government policies to millions of voters, challenging
journalists to adapt to new forms of political communication. Addition-
ally, predictive analytics and data-driven strategies have been employed
to segment voter bases, tailor messages, and optimize outreach efforts,
which journalists must understand and communicate effectively.

This technological advancement presents numerous opportunities
for journalism, such as improved access to data, enhanced storytelling
through personalized communication, and the ability to analyse cam-
paign strategies more effectively (Howard & Hussain, 2013). However,
it also introduces significant challenges, particularly regarding ethical
implications and the potential misuse of AI that journalists must nav-
igate (Tufekci, 2017). The controversy surrounding the AI-generated
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audio clip mimicking Delhi’s former Chief Minister, Arvind Kejriwal,
highlights the dangers of misinformation and manipulation that
accompany Al technologies, posing critical questions about the role
of journalism in safeguarding democratic processes. This study aims
to contribute to this discourse by examining the role of AI in the 2024
election campaign, investigating the potential for A1 misuse in voter
manipulation, and highlighting the implications for journalism.

The impact of technology on political communication and journal-
ism has been widely examined. Howard and Hussain (2013) highlighted
how digital technologies transform engagement and information flow,
while also presenting challenges for journalists. Allcott and Gentzkow
(2017) emphasized the dangers of misinformation in the digital era,
stressing the need for journalists to critically assess sources. McGre-
gor and Kreiss analyzed the role of AI in shaping campaign strategies
and voter engagement, calling for strong ethical guidelines to help
journalists navigate this evolving landscape (McGregor, 2018; Kreiss,
2016). Collectively, these studies reveal ATs dual role as a powerful
tool for democratic enhancement and a source of ethical challenges
in journalism.

This research draws on McLuhan’s theory of technological deter-
minism, which examines how technology shapes social structures and
cultural values (McLuhan, 1994). This theory provides a lens for under-
standing the media’s impact on political communication, including its
implications for journalism. Ethical governance frameworks will also
be crucial in assessing the moral and ethical considerations involved in
deploying A1 in political contexts, highlighting the need for journalists
to strike a balance between innovation and accountability and public
interest (Smith & Marx, 1994). The research employs qualitative meth-
ods, including secondary data analysis to compare AI election news cov-
erage in mainstream media vs alternative media, and expert interviews,
to provide insights into the challenges and opportunities presented by
Al in Indian elections.
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Requlatory challenges and policy
responses to Al in journalism






“Good enough” news? Model
substitution for local reporting

Nicholas Hagar and Sachita Nishal

Large language models (LLMs) now semi-autonomously write news for
reputable outlets, with widely varying results. While some implementa-
tions have proved disastrous—as with Sports Illustrated’s generative A1
“reporters” (Bauder, 2023) and Quartz’s subpar “Intelligence Newsroom”
(Bellan, 2025)—others like Semafor’s A.I.-powered breaking news feed
have shown more promise (Smith & Chua, 2024).

This discrepancy suggests that LLMs cannot (yet) succeed as jour-
nalists without careful scaffolding. They require human-led design and
engineering patterns to meet professional newsroom standards (Dia-
kopoulos et al., 2024; Cools & Diakopoulos, 2024). But this is a softer
constraint than newsroom tools have faced in the past. Prior computa-
tional journalism tools could produce news copy, but only within the
confines of datasets, templates, and vocabularies explicitly provided by
newsrooms (Jones & Jones, 2019). They were, in other words, limited by
a blend of organizational, technical, and value-laden constraints con-
trolled entirely by the news publisher (Diakopoulos, 2019).

LLMs do not face these constraints. They are technically unbounded,
capable of producing work in a wide range of styles and forms that, at
face value, appear convincing. Compared to prior computational news-
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room tools, this means the limitations on their deployment shift from a
hard constraint (i.e., “The model can’t do that”) to a soft one (i.e., “We
shouldn’t let the model do that”).

That shift from hard to soft constraints is particularly consequential
in resource-constrained environments operating under market pres-
sures. In organizations subject to capital logics, as many U.S. news-
rooms are, soft constraints provide far weaker guardrails against auto-
mation than their technical predecessors (McChesney, 2014; Carlson,
2015). When faced with financial pressure, organizations may adopt
automated systems that are merely “good enough” rather than optimal
(Carlson, 2015; McChesney, 2012).

Local news represents a particularly vulnerable target for this
dynamic. Local publishers face ever-worsening financial conditions,
with many outlets—especially those serving economically disadvan-
taged areas—struggling to maintain basic reporting resources (Metzger,
2024). These conditions create the possibility for uneven automation,
where LLM-based systems disproportionately replace human journal-
ists in lower-income communities that can least afford to invest in qual-
ity local coverage. While some outlets claim that LLM-generated cover-
age of under-served communities is better than nothing (Jones, 2024),
the actual quality of this coverage and its comparability to what human
journalists might create remains unseen.

To understand the implications of this shift toward automated local
journalism, we analyze the Good Daily network (Deck, 2025), which
operates over 350 local newsletters across the United States, generated
entirely by AI systems without human editorial oversight. Our research
addresses three key questions: (1) How do the topic selection and cover-
age patterns of LLM-generated local news differ from human-produced
local journalism? (2) To what extent do these AI systems reproduce or
deviate from traditional editorial judgment in local news? and (3) What
are the implications of these differences for local news ecosystems, par-
ticularly in economically disadvantaged areas? By analyzing both the
content and editorial patterns of these fully automated newsletters, this
research provides crucial insights into the capabilities and limitations
of LLM-driven local journalism, while highlighting potential conse-
quences for democratic discourse and community information needs.
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Rosy-cheeked piggy banks, armed
beavers, and fantastic futures:

A qualitative examination of editorial
guidelines on the use of generative
Al-visuals in Swiss newsrooms

Seraina Tarnutzer and Sina Blassnig

Visuals - e.g., photos, images, and videos — are integral to contempo-
rary journalism and shape audience perceptions (Geise & Maubach,
2024). The rise of visual generative Al technologies capable of gener-
ating seemingly photorealistic visual content has intensified concerns
about dis/misinformation, fake news, and trust in journalism, high-
lighting the need for guidelines (Thomson et al., 2024) to ensure the
responsible and ethical use of AI technologies (de-Lima-Santos et al.,
2024). Prior research on (generative) Al in journalism highlights trans-
parency, accountability, human oversight, and ethical standards as key
guideline elements (Becker et al., 2023; Calvo-Rubio & Rojas-Torrijos,
2024; Porlezza, 2023). However, the visual dimension of these guide-
lines remains understudied. Exceptions like Thomson et al. (2024) and
Thomson & Thomas (2023) note the lack of formal policies on genera-
tive visual A1, stressing the need for clearer regulations.
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Therefore, we ask: How do editorial guidelines in Swiss newsrooms reflect
emerging journalistic norms regarding the use of generative visual Al in
journalism, and what do these norms reveal about the adaptation of jour-
nalistic visual practices to this new technology? Switzerland is a partic-
ularly compelling context as it is a highly innovative and digitized coun-
try (IMD, 2023), yet Swiss media professionals and the public have been
sceptical towards AI in news production (Blassnig et al., 2024; Vogler et
al., 2024). We analyze guidelines against the theoretical background of
institutional logics (March & Olsen, 2013) and journalistic norms, denot-
ing fundamental values that journalists should follow in their everyday
practices, building and reinforcing the ethical foundation in journalistic
institutions (Cools & Diakopoulos, 2024; de-Lima-Santos et al., 2024).

We examined editorial guidelines from 21 Swiss news outlets, differ-
ing in financial models, target audiences, geographic scopes, publishing
house affiliation, political orientations, and language regions (see Table
1) (fog, 2023). Our sample included 11 guidelines in German, French,
and Italian, obtained via desk research and directly contacting news
outlets (October/November 2024). We employed qualitative thematic
analysis (Kuckartz, 2014) using MAXQDA.

Table 1: Sample overview

Geographic Outlet type DE-CH FR-CH IT-CH
focus
Supra-regional  Public service SRF (SRG SSR) RTS (SRG SSR) RSI (SRG
SSR)
Ad-based/ commuter 20 Minuten 20 minutes 20 minuti/
(Tamedia) (Tamedia/ tio.ch
TX Group) (Ticin
Online SA,
Tamedia/
laRegione)
Ad-based/ tabloid Blick (Ringier) Lematin.ch
(Tamedia/
TX Group)
Subscription-based Neue Ziircher Le Temps Corriere
Zeitung (Fondation del Ticino
(NZZ Media Aventinus) (Centro
Group) Stampa

Ticino SA)
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Regional Subscription-based Tages-Anzeiger 24 heures
(Tamedia/ (Tamedia/
TX Group) TX Group)
Siidostschweiz Le Nouvelliste laRegione
(SOMEDIA) (ESH Médias (Regiopress
Editions SA) SA)
Aargauer Zei- Arcinfo
tung (CH Media) (ESH Médias
Editions SA)
Local Bajour.ch Heidi.news TicinoNews
(Verein Bajour) (Heidi Media SA) (MediaTl
Community- Subscription- Web SA)
based based Ad-based

Note. Publishers are mentioned in brackets.

Our findings reveal (1) that the acceptability of genA1 visuals depended
on the type of visuals, functions of communication, and the context
and topic depicted - e.g., a “symbolic” genAlI visual of a rosy-cheeked
piggy bank accompanying financial news, a “decorative” Al-illustration
of an armed beaver in news about endangered species protection, and
Al-visualizations for future scenarios (see Figures 1-3) were deemed per-
fectly acceptable — as opposed to photo-realistic Al-images in hard news
topics, e.g., war contexts. We also find (2) varying accessibility, scope,
and visual focus in guidelines across outlets; (3) a tendency to downplay
genAl's novelty by linking it to established practices and norms, aiming
at reinforcing a sense of cautiousness and responsible integration; (4) a
strong emphasis on challenges like transparency measures, data protec-
tion, copyright, and privacy, prioritizing visual authenticity and factual-
ity; (5) the framing of genA1 as a tool helpful to enhance journalism, e.g.,
by improving efficiency, experimenting, or enhancing visual quality.

Ultimately, our research illuminates how news organizations navi-
gate and set standards for genAlI visuals, deepening our understanding
of evolving visual journalism practices and the ethical challenges shap-
ing the current media landscape (Cools & Diakopoulos, 2024).
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Figure 1: Rosy-cheeked piggy bank

Note. Picture generated with DALL-E 3 using a verbal prompt from the SRF guidelines “Sparschwein
mit Schweizerflagge als Symbolbild fiir die persénliche Vorsorge in der Schweiz/Piggy bank with
Swiss flag as a symbol for personal pension provision in Switzerland.” No visual example was pro-
vided in the guidelines; the picture was created based on the verbal prompt by the authors.

Figure 2: Armed beaver

Note. Picture generated with DALL-E 3 using a verbal prompt from the SRF guidelines “Fantas-
tische oder klar erkennbar absurde Darstellungen: Biber mit Stahlhelm und Gewehr, umgeben
von Stacheldraht als Bebilderung des Themas ‘Schutz bedrohter Tierarten’/Fantastic or clearly

recognizable absurd depictions: Beaver with steel helmet and rifle, surrounded by barbed wire

as an illustration of the theme ‘protection of endangered species” No visual example was pro-
vided in the guidelines; the picture was created based on the verbal prompt by the authors.
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Figure 3: Fantastic futures

Note. Picture generated with DALL-E 3 using a verbal prompt from the SRF guidelines “Bilder mit
utopischen Zukunftsszenarien/Pictures with utopian future scenarios.” No visual example was
provided in the guidelines; the picture was created based on the verbal prompt by the authors.






Paper as justice, digital as deception:
Al, nostalgia, and the persistence of
print in Japanese news media

Kaori Hayashi

In Japan, major newspaper companies, led by the nation’s largest daily,
Yomiuri Shimbun, have approached A1 with deep suspicion, primarily
due to concerns over the unauthorized use of their journalistic content.
However, this wariness reflects a broader anxiety toward digitization
itself. Even as digital transformation becomes inevitable, print newspa-
pers continue to be framed as bastions of journalistic integrity (Villi &
Hayashi, 2017)—defenders against fake news, online hate speech, and
Al-generated plagiarism. This paper critically examines the persistence
of this print-digital binary, in which print is idealized as a medium of
justice, while digital media are cast as inherently untrustworthy, ephem-
eral, and corrupt.

Drawing from media theory (Marvin, 1988; Gitelman, 2006) and
critical Al studies (Finn, 2017; Bellanova, Irion et al., 2021), I argue that
nostalgia for print is not merely resistance to technology but a symp-
tom of deeper epistemological and economic anxieties. The framing
of print as a safeguard against digital deception reinforces the myth of
objective journalism (Zelizer, 2004), obscuring how newspapers have
historically shaped public perception, filtered information, and exer-
cised ideological power (Mindich, 2000).

This study analyzes policy papers issued by the Japan Newspaper
Publishers and Editors Association, alongside editorials and opinion
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columns on AI published in print newspapers, to critically examine the
persistence of the print-digital divide. I argue that Japanese media con-
tinue to equate journalistic justice and truth with the medium of print
rather than the content it conveys. Furthermore, I propose that tradi-
tional newspaper companies construct both print and digital media as
contested spaces—shaped by biases, market forces, and shifting power
dynamics—rather than recognizing their shared values, vulnerabilities,
and ethical responsibilities.

Through this analysis, I challenge prevailing narratives about AI’s
role in journalism, which have primarily framed it as a tool for editing
or labor replacement. Instead, I highlight how media industries nego-
tiate technological change through the lens of institutional memory
and economic survival. Ultimately, this paper calls for a critical reas-
sessment of how print nostalgia constrains the future of Japanese jour-
nalism in an AI-driven age.
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Al governance and journalism:
Guidelines on the use of generative
Al in US newsrooms

Silvia DalBen Furtado and Tina Lassiter

The rapid development of artificial intelligence (AI) can lead to signif-
icant ethical issues affecting society. The newsroom is no exception.
The increased use of generative AI in journalism can potentially cause
serious harm, including disinformation, bias, privacy violations, and
copyright infringements.

How can we ensure that generative AI is used ethically by journal-
ists? Despite efforts like the Paris Charter on AI and Journalism (RSF,
2023), the lack of adequate regulation and governance remains a chal-
lenge. Transparency, fairness, accuracy, and accountability are among
some of the values and principles that connect ethical discussions about
both artificial intelligence and journalism (de-Lima-Santos et al., 2025;
Dierickx et al., 2024).

In the United States, several news outlets have developed their own
standards and ethical guidelines to address this issue. This study eval-
uates the current ethical approaches to using generative Al in US news-
rooms and US journalists’ perceptions of its impact on journalism. We
first analyzed the guidelines of seven US news organizations in this
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scenario. Then, we conducted a survey (n=310) and interviewed US
journalists (n=22) to gain deeper insights into their perspectives on
regulation and guidelines for using generative Al in journalism.

Among the journalists that participated in the survey, 160 (51.6%)
have at least once experimented with or used GenAl in their work, con-
sidering that 11.3% are frequent users (every day / every week), and
30.3% are occasional users (sometimes). GenAl tools are allowed by
newsrooms for 137 (44.2%) of our respondents; it is unclear if the use
is permitted or not for 107 (34.5%) of them, and it is forbidden for 66
(21.3%).

Regarding editorial guidelines and recommendations, 172 journal-
ists (55.5%) confirmed they follow their organization’s standards. How-
ever, 69 journalists (22.25%) were unaware of the existence of such
guidelines, and another 69 (22.25%) stated that their newsroom had
not provided any recommendations on this matter.

Journalists share different opinions on how the use of genAI in news-
rooms should be governed. 83 (22.6%) believe there should be specific
regulations for journalists, while 70 (22.6%) agree that this should be
up to each news organization. Another 7o participants (22.6%) prefer
uniform non-binding guidelines for journalists but no regulation, and
68 (21.9%) argue that AI regulation should be applicable in the field of
journalism, but there should be no separate regulation for journalists.
Other 18 (5.8%) suggested other options, while just 1 respondent (0.3%)
stated that there should be no regulation.

Our analysis highlights the lack of a standard and the necessity to
intensify a discussion about the ethical use of A1 systems in U.S. news-
rooms to guarantee they will not be misused, emphasize stereotypes,
cause harm, potentialize misinformation, and support discrimination.
Moreover, there is confusion regarding what AI is, what GenATI is, and
which tool could be considered an AT or not. Thus, more than just dis-
cussing AI policies, we need to have a clear understanding of the his-
torical evolution of AI as a field and how it has shaped the work done
by journalists for decades.

Acknowledgement: This study is funded by the Technology and
Information Policy Institute at the University of Texas at Austin.
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Inauthentic journalism:
The contested boundaries and ethical
standards of Al-generated fake bylines

Michael Serazio

As AT tools proliferate, a spate of scandals has revealed various news
sites publishing content generated by A1 without forthrightly disclosing
that provenance. Like the media industries more broadly, journalism
finds itself struggling with and negotiating the ethics and trust of A1
use: a struggle that cuts to the core of what “real” content is and who
(or what) should create it. This project offers a critical textual analysis
of the meta-journalistic discourse about these Al-generated fake byline
scandals.

Moran and Shaikh (2022) highlight tension between optimistic
leaders and funders and pessimistic reporters and editors regarding
AT’s inevitability, professional stability, and audience deception. Others
forecast more hopeful hybridity: human and nonhuman actors com-
plementarily co-creating news; the former freed to do ambitious, com-
plex projects, while overseeing more formulaic output augmented by
the latter (Diakopoulos, 2019; Marconi, 2020). Economic issues ani-
mate AI anxieties—chiefly that, like automation innovation in eras
prior, replacement will be the workers’ fate, further shrinking mast-
heads (Simon, 2024). Meanwhile, there’s little consistency or consen-
sus about algorithmic-production disclosure; audiences trust Al-labe-
led content less, even if evaluated as accurate, fair, and desired (Toff &
Simon, 2023). Amidst much A1 hype, critical AT scholarship scrutinizes
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those myths and discourses, particularly those benefiting already pow-
erful individuals and institutions (Verdegem, 2023).

Meta-journalistic discourse about AI-generated fake bylines was
located in 103 stories published between January 2023 and June 2024
and found through Nexis Uni and Google News searches of newspa-
pers, magazines, the trade press, television and radio transcripts, and
influential blogs (search terms entered in July 2024: “A1” and “fake” and
“journalis*” and either “Sports Illustrated” or “Gannett AND Reviewed”
or “CNET” or “G/0 Media AND Inventory; the sites of scandal).

Industry judgment of these ethical transgressions reveals authentic-
ity—contrary to A1—as a theoretical ideal for journalism. First, “real”
journalism must transparently disclose its creation process (and, spe-
cifically, the identity of its creator), rather than AI imitating person-
hood, slithering into content surreptitiously, and violating audience
trust in the veracity of both content and creator. Second, “real” jour-
nalism cannot be motivated by profit concerns, as these A1 scandals
were linked to a political economy context: private equity ownership,
forecast layofls, labor organizing retribution, and click-scamming com-
merce-oriented journalism. Third, “real” journalism ought to be pro-
duced bespoke rather than by principles of factory-line rationalization
that A1 affords: hand-crafted (inefficiently so, if needed) rather than
formulaically predictable as is the AI ideal. Finally, “real” journalism
should be defined by and for fundamentally human features like emo-
tion and social connection; the discourse protectively sets boundaries
around those experiences and processes as yet inaccessible to AI input
and, therefore, output.

In an era of much large language model hype and panic—and after
a generation of technological and economic upheaval in the news busi-
ness and ongoing crises of low trust and diminished faith—the analysis
documents and interprets how journalism is negotiating and reacting to
Alintrusion when it arrives in duplicitous and therefore inauthentic ways.
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Al, journalism, and epistemic justice:
Digital citizenship beyond the
liberal ideal

Eddy Borges-Rey

Historically, scholarship in journalism studies and political commu-
nication has conceptualised journalism as a watchdog institution that
holds power to account, safeguards the public interest, and fosters
citizen participation, both offline and online. These normative ide-
als, rooted in liberal democratic traditions, assume that journalism
functions as an independent mediator between the state and society,
facilitating informed debate and civic engagement. However, grow-
ing research on journalism and digital citizenship in the Global South
challenges the universality of these principles, arguing that journalism
operates within distinct political, economic, and epistemological struc-
tures that do not necessarily align with Western democratic models. In
many Global South contexts, journalism is embedded in state-driven
nationalism, religious governance, and alternative civic frameworks,
often serving to reinforce dominant power structures rather than chal-
lenge them. Moreover, digital citizenship in these regions manifests
in ways that extend beyond participation in deliberative democracy,
encompassing state-aligned activism, religious mobilisation, self-cen-
sorship, and strategic silence as forms of digital agency.

With the imminent adoption of AI in newsrooms, the relation-
ship between journalism and digital citizenship in the Global South
becomes even more complex. AI systems, predominantly trained on
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datasets from the Global North, introduce new challenges in shaping
how knowledge is produced, how meaning is constructed, and how
ways of knowing are mediated in non-Western societies. Algorithmic
bias, content moderation policies, and platform-driven news distribu-
tion risk further marginalising local epistemologies, reinforcing dig-
ital inequalities, and reshaping civic engagement in ways that favour
dominant political and economic interests. This paper seeks to criti-
cally examine how AI-driven journalism affects digital citizenship in
the Global South, interrogating its role in epistemic justice, media con-
trol, and the negotiation of digital agency. By problematising the inter-
section of AL journalism, and digital citizenship, this study highlights
the need for an inclusive and contextually grounded understanding
of how algorithmic systems mediate public discourse and power in
non-Western contexts.
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